# 34 %

B =+ Rl R
MATERIALS CHINA

1
2015 4 1 H

Vol. 34 No. 1
Jan. 2015

#HHEH)

Computational Thermodynamics and Its Applications
to Materials Science

Bo Sundman', Matthias Stratmann®, Lijun ZHANG’, Yong DU’
(1. INSTN, CEA Saclay, France)
(' 2. Interdisciplinary Centre for Advanced Materials (ICAMS) , Ruhr University Bochum, Bochum D-44780, Germany )
(3. State Key Laboratory of Powder Metallurgy, Central South University, Changsha 410083, P R China )

Abstract: A short review of the models, databases, software and applications of computational thermodynamics and ki-
netics in the field of materials science is presented. The most common software is referenced and the most important mod-
els for describing the thermodynamic properties of different phases are explained together with the assessment procedure
used to obtain model parameters stored in thermodynamic databases. One of the most used algorithm for equilibrium calcu-
lation is described and finally some examples of using the software and databases for calculation of equilibria and diagrams
as well as the kinetic data for simulations of phase transformations and processes are demonstrated.
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1 Background

The thermodynamic laws have been known for more than
100 years, slightly longer than the theory of quantum mechan-
ics. But the rapid development of computer hardware and soft-
ware during the last 30 years have transformed these sciences
from something all knew about but rarely bothered about to
useful tools applicable to multicomponent materials and other
systems.

Most of the software used in materials science for multi-
component thermodynamic calculations are proprietary and
software is not open and the published algorithms are not very
clear. This is the case for FactSage'lJ , Pandat'®’, MTDA-
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TA") | Thermo-Calc' to mention only those that have devel-
oped extensive databases for alloys and related materials.

There are many other speciallized software, for example
in geology with very high pressures, for polymers or restricted
to a few components. But in this review we will only deal with
software, databases and applications oriented towards multi-
component alloy systems.

Quantitative description of microstructure evolution dur-
ing material processes is the key to novel material design. As
the highly development of computational thermodynamics and
computational kinetics, the computer aided design of materials
now can simulate and predict the microstructure evolution dur-
ing materials processes to a quantitative degree. For instance,
DICTRA ( DIffusion-Controlled TR Ansformations) simulation
package”’ , with the full integration of multicomponent ther-
modynamics and kinetics, is capable of simulating diffusion
controlled phase transformations in multicomponent alloy sys-
tems. Moreover, phase-field simulations including effects of
interfacial energy, stress, strain and convective transport in
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liquid, represent a new class of simulation tools in materials
=81 " The link to the reliable thermodynamic and ki-
netic databases is of invaluable benefit for quantitative phase-

science

field simulations.
2 Thermodynamic models and databases

A detailed review of thermodynamic modelling and the
assessment technique can be found in the book by Lukas et
al"’) | here only a bref summary is given. The thermodynamic
databases contain model parameters assessed from experimen-
tal and theoretical data.

2.1 Modelling the integral Gibbs energy of each phase

In Computational Thermodynamics ( CT) the integral
Gibbs energy for each phase in a system is modelled separately
as they can be very different, such as gas, liquid, and inter-
metallics etc. The total Gibbs energy for a system is expressed
as:

G =Y NG.(T,P,Y) (1)

m

where N “is the number of moles of formula units of the phase o
and G is the Gibbs energy per mole formula unit of o .

At constant T', P and overall composition, the Gibbs ener-
gy will be at a minimum at equilibrium. For other conditions
the equation can be modified using Lagrangian multipliers as
will be explained in the next section 3.

2.1.1

The pure elements must have the same reference state in
all phases and this is called the Stable Reference State (SER)
and is the stable state for the element at 298. 15 K and 1 bar.

To describe the Gibbs energy for the element A at any other T

The pure elements and the lattice stability concept

or P there are an expression;

Gy - H™(298.15,1) = GH}™(T,P) (2)
where H3™(298. 15,1) is the enthalpy of the element in SER.
Above 298. 15 K and for limited ranges of T and P the function
GH"®(T,P) can be expressed as a polynomial.

The current thermodynamic databases do not describe any
properties below T =298. 15 K but at a recent workshop dis-
cussions were made how to model an extention down to 0 K
197 This will require that models for the heat capacity at low
temperature are implemented.

Some elements heve a ferromagnic transition and this is
modelled separately using a phenomenological equation pro-
posed by Inden"" | which is added to eq. 2.

"G = RT{(1)In(B + 1) (3)

T

T (4)
where R is the gas constant, T is the Curie temperature and 3
is the Bohr magneton number. The funtion f( 1) is different a-
bove and below T, and describes the contribution due to the
magnetic ordering. See the book by Lukas et al®' for details.

The lattice stability concept introduced by Kaufman in his
book'*! is an essential part of the modelling of solution phases.
This concept means that the elements must have well-defined
Gibbs energy values also for phases for which they are not sta-
ble as pure elements. The reason for this is that the Gibbs ener-
gy surface for a multicomponent solution phase must have an

endpoint for each pure element also if the element is not stable
for this phase. In order to combine assessments of several bina-
ry and ternary systems such endpoints, called endmembers of
the solution phase, must be the same in all assessments. In
1991 the SGTE group'”’ proposed an extended pure element
database including also heat capacity data and this is kept up-

dated on their website!"’

. The Gibbs energy for a pure element
in any phase is thus be expressed as a function of T'and P , ir-
respectivly if the phase is stable or not for this element.

In the original Calphad technique no heat capacites
were used for the lattice stabilities, all phases were assumed
to have the same heat capacities. However, this created
problems in particular for the elements with a magnetic tran-
sition like pure iron. One could say that the introduction of
different heat capacities for the phases was the start of CT.
Note that the SGTE pure element database normally adopts
the same heat capacity expression, except for any magnetic
contribution, for the metastable phases of an element as for
its stable phase.

2.1.2 Compounds with fixed composition

For a phase, « , with fixed composition of the elements A
and B we can use a generallisation of eq. 2 to describe its
Gibbs energy at any T and P

Giy —a,H™(298.15,1) —a,Hy" (28.15,1) = G, (T,P)

(5)
where a, and a,, are the site ratios of the elements A and B in o
and "G (T,P) is its Gibbs energy per mole formula unit. The
pre — superscript ~ denotes it is a property for a fixed composi-
tion. Compounds can also have a magnetic contribution.
2.1.3 Solution phases and the compound energy formalism

For solution phases with a crystal lattice a very general
formalism called the compound energy formalism ( CEF) -*
is used. As constituents any species can be used and thus
CEF includes models for gases, regular solutions, interstitial
solutions, intermetallics and long range ordering as special ca-
ses.

For any model the molar Gibbs energy for any phase can
be explained in terms of the general expression

GE =Gy - T*SS +5G% +"™ G, (6)
where "G5, is the surface of reference that contains the lattice
stabilities, S is the configurational entropy, "G, ® is the ex-
cess Gibbs energy and "™'G% is contributions from various
physical phenomena like ferromagnetic ordering, see Lukas'’
for details.

For a phase with several sublattices the concept of end-
members, denoted I has been introduced to specify a com-
pound with one specific constituent in each sublattice, i.e. a
compound. The Gibbs energy of an endmember is written as
°G,*. Compare with eq. 15 below for the partial Gibbs energy
of an endmember.

The surface of reference is given by:

Gy = Z, [Iv. & (7)
HYI = YiaYiae - Vi (8)

where y,  are the constituent fractions of the constituents i spec-
ified by the endmember [ in the sublattice s . Wherever obvi-
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ous the phase superscript is omitted.

In CEF the configurational entropy assumes random mix-
ing on each sublattice

Sy =R a. Yy ln(y,,) (9)
wherea, is the site ratio of sublattice s . The excess Gibbs en-
ergy describes interactions between constituents on the same
sublattice, with consideration of the constituents on the other
as explained in Lukas [9].

The magnetic contribution has already been described but
the important feature for a solution phase is that the tempera-
ture for magnetic ordering, T, and the Bohr magneton number,
B are modelled as composition dependent properties and the

magnetic contribution will thus vary with these.
2.1.4 The reciprocal sublattice model

The simplest system where the sublattice model has some
unique features in the so called reciprocal system with two
sublattices and two constituents in each:

(), (kD)
where i and j are constituents on the first sublattice with a sites
and k and 1 are constituents on the second sublattice with b
sites. There are many examples of phases with such a model
for example an interstitial solution of C in the austenite in the
Fe-Ti system:

(Fe,Ti), (C,Va),

or the Laves-Cl14 phase in the Fe-Ti system modelled
with anti-site defects:

(Fe,Ti),(Ti,Fe),
where the C14 is the Structurbericht designation.

The surface of reference in the latter case can be written :

erGflrlm& = YreaYrin D G;{r'/‘i T YeeaYre2 ° G;iAM +

YriaYri2 ) G;{z]jtn t Y11 Yre2 ) G;{ilfl'} (10)

where °Gj,",, represents the Gibbs energy per mole formu-

la unit of the stable stoichiometric Fe,Ti Laves phase, °Gp,.p,
a hypotherical metastable state for pure Fe with the same

structure as the Laves phase, °G;.l:4,,,. the same hypothetical

state for pure Ti and OG(“HN a metastable Laves phase with only
defects. The Laves phase is thus modelled for the whole com-
position range using four endmember parameters where only
one can be determined experimentally. It may seem excessive
to use such an extensive model but long experience has shown
that this is a very useful way to handle phases that can appear
in many systems. In other cases Fe may be the major constitu-
ent on the second sublattice and when creating multicomponent
databases it is convenient to have a single Cl14-Laves phase.
Today with first principles calculations easily available there is
no problem to calculate such metastable endmembers. Sluit-
er'' has calculated the endmember energies for many pure el-
ements in several such structures.
The configurational entropy is given by
ESY/R = - (2( Yeea N (Ve ) + yaaInCyn ) +
Yr‘(-,zln( Yre 2 ) + Y'ra,zln( Yri2 )) (11)
And there can be an excess Gibbs energy with the follow-
ing 5 parameters
kG;}M = + ylv'p.ZLI"e;l-‘e,Ti> +
+ Yrolnpen) +

Yren1Yri2 ( Yrin LI-‘e,'I'i;'I'[
Yri1Yre2 ( Yen L 111

YrenYrinn yFe,zy’n,zLFe,T.’:Fe,Ti (12)
where the first 4 are normal regular solution parameters giving
the interaction energies between two constituents on the same
sublattice with a single constituents on the other. These can
also be composition dependent, see Lukas et al. ”'. The last
parameter is called a reciprocal interaction parameter with sim-
ultaneous interaction in two sublattices. This has been shown
to be useful to model short range ordering in solids"”

2.1.5 The chemical potential and the partial Gibbs energy
for endmembers

With several components we have an amount, N, and also
a chemical potential, u, for each component A. The definition
of the chemical potential for component is:

My = ( ﬁ) (13)

N, 1 pw,.,
The values of T', P and the amount of all other components, B,
are fixed when calculating the chemical potential for A.

As there are frequent mistakes calculating the chemical
potential for models of the Gibbs energy we give first the ex-
pression for the partial Gibbs energy for a phase modelled with
a single set of sites, where the constituent fractions are the
same as the mole fractions,

N
A% = —— (14)
2N
R A I T ) (15)
0%y /1 po,, B Xy 1 p.,

which is different from eq. 13 because the quantity held con-
stant at each partial derivative is x} which, contrary to the a-
mounts are not independent as Z S = 1. At equilibrium
this partial Gibbs energy for the o phase is the same as the
chemical potential for the components of the system.

For a phase with sublattices it may not be possible to cal-
culate the partial Gibbs energy with respect to the components
but one can always calculate the partial Gibbs energy with re-

)

Js U TPy
(16)

where the subscript is represent the constituent i in sublattice s

spect to the endmembers. This expression is

o o Gy, «f 0G
G+ X(%Y)  -T Iy
s J

s Gyff TPy 0

o
M
a

as specified by the endmember /. The summation over is for
all constituents. For a derivation of this see'"® ™"/,
2.1.6 Models for defects, chemical potentials and dilute
solutions

The models currently used in CT have been developed
gradually over many years and may look unnecessary complex
for many simple cases. But we must be careful when trying to
model even simple cases like dilute solutions using Henry’ s
and Roult’ s law, especially if we deal with multicomponent

systems and multiple defects™’ .

2.1.7 The origin of the Gibbs Energy

Based of physical models one can calculate contributions
to the Gibbs energy due to electrons, phonons, magnetism
etc. In CT this separation is not considered except for the sim-
ple model for ferromagnetic transition. The basic reason is that
it requires much more data to model each contribution rather
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than the integral Gibbs energy and such data are simply not a-
vailable for multicomponent systems. Additionally the calcula-
tions using CT databases are used for engineering purposes and
values of transformation temperatures and solubilities are nee-
ded with a higher accuracy than provided by the results from
first principles calculations. But as will be explained in the
next section such data can be used in the same way as experi-
mental data to fit model parameters.

2.2 The assessment of model parameters

In order to calculate any thermodynamic properties for a
system one must have a software which can minimize the ap-
propriate thermodynamic function and a database with assessed
model parameters.

The pure elements in the most imporatnt phases like
FCC, BCC, HCP, liquid can be found in the SGTE pure ele-

ment database!™*.

For each binary system the model parame-
ters for the stable phases must be determined by fitting model
parameters for the different phases to the available experimen-
tal and theoretical data.

The assessment of a binary system is a scientific task
which includes collecting all available data, possibly adding
also own experimental results, both for themodynamics like
chemical potentials, heat capacities, heats of mixing and for-
mation as well as phase diagram data like solubilities, temper-
atures of transformations etc.

The models for the phases must be selected based on
crystallographic information, with which the model parameters
vary. All data are introduced to a software like PARROT "

in the Thermo-Calc software and a least square method is used

to minimize

F(Ui) =

exp cale 2
;i Z; ( v; )
w i

J

(17)
g;

where 2 is the value of a property for experiment j and
z;.“["(vi) the value of the same property calculated from the
model with the current set of model parameters v, . ¢ is the ex-
perimental uncertainity and w; is a weight assigned to the ex-
periment by the assessor.

As the experimental data are usually scattered and incom-
plete several attempts with different models, model parame-
ters, weights must be tried to obtain a satisfactory agreement,
also in regions with no experimental data. One must also take
into account that the phases are modelled for a much larger
temperature and composition range than there is experimental
data available. If only a limiting value of an experimental
property is known, for example a solubility, it is possible to
use inequality constraints in an assessment forcing the calcu-
lated value of the property to be less or larger than the experi-
mental value.

In Fig. 1 an assessment of the Al-Fe system by Sundm-

an et al. '

shows several diagrams calculated from the
models and compared to different kinds of experimental da-
ta. A 4 sublattice CEF model was used for the bece phase
making it possible to describe both the B2 and DO, orde-
ring. An assessment always requires a judgement of the im-
portance of many different kinds of data and the limitations

of the models.
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(f) Constitution of bcc

The Al-Fe phase diagram in (a) from an assessment by Sundman et al. [2) together with diagrams showing the fit to various experimental

data, in (b) the liquidus on the Fe-rich side, in (¢) at low temperature on the Fe-rich side where ferromagnetic and chemical ordering

have a complex interaction with first and second order transitions, in (d) the enthalpies of the different phases at 298. 15 K relative to
bee Fe and fee Al, in (e) the chemical potential of Al at 1 273 K on the Fe-rich side and in (e) the constituent fractions of Al on the

different sublattices in bee at 300 K across the whole composition range, above 50% Al the bec is metastable
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The different ordered bee structures are shown in Fig. 2.
These require a 4 sublattice model and even if some of these
are important only in ternary systems they must be assessed al-
ready in the binary.

[23]

Recently the development of software like VASP ™",

(a) A2

(b) B2

(c) B32

Quantum espresso " | abinit'™’ and others have made it pos-
sible also to use theoretical data based on Density Functional
Theory (DFT). Such data are particularly useful to model the
Gibbs energy in the metastable regions of the phases where
there are no experimental data.

i3
AL -\{g-!
d

(d) DO, (e) L2,

Fig. 2 The bee structure of A2, together with the ordered B2, B32, D05 and 12, structures

An assessment can typically take 3 ~9 months and sever-
al assessments are published every year in journals like Calph-
ad, Journal of Phase Equilibria and Diffusion, Intermetallics,
Acta Materialia, Metallurgical Transactions etc. At present
more than 500 assessments of binary systems have been pub-
lished which give accurate description of the experimental da-
ta. Several assessments of ternary and a few higher order sys-
tems are also published regularly.

2.3 Thermodynamic databases

Thermodynamic databases are based on the combination
of published assessments provided the assessments have used
the same descriptions of the pure elements and the same mod-
els for the solution phases. This technique of combining inde-
pendent assessments is a key issue of the CT technique and in-
fluences the work on each individual assessment. In particular
the description of the metastable ranges of a phase in a binary
system is important for modelling extrapolations of this phase
in a ternary or higher order system.

The development and the maintenance of thermodynamic
databases require skilled and experienced scientists combining
data from several assessments and determining reasonable ex-
trapolations of solution phases in multicomponent systems,
where little or no data are available.

2.3.1

Software companies with tools for equilibrium calcula-
[r-

Databases for industrial applications
tions"' ™ also provide thermodynamic databases. These data-
bases are regularly extended, updated and corrected with new
available data. The databases are normally centered around an
element like Fe for steel databases, Ni for superalloys, Al for
aluminium alloys etc. The databases have usually a limited
range for alloy additions and inside these limits the results of
an calculation will be within the error limits of an experimental
determination. As a calculation takes a few seconds whereas
the experimental work may take several months the gain is ob-
vious, also if the cost of the database and software is high. Es-
pecially in planning experimental work on new alloys the use
of calculations is very cost effective. In order to select a data-
base one can usually have some calculations made for the al-

loys of interest to determine how well it can reproduce already
known data. It is not obvious that the largest, or most expen-
sive, database is the best.
2.3.2 Databases for teaching and academic research

For teaching and research it is usually possible to obtain
software and subsets of the commercial database for little or no
cost from most vendors. It is important that students are made
aware of these computational facilities before they start their
work. For example Thermo-Calc has a free version for ternary

61 At the same website there are also examples

systems
teaching thermodynamics using software.
2.3.3 Future databases

One problem with thermodynamic databases is the “in-
ertia” they represent. For example if one wants to change
the description of a pure element as new data become avail-
able one must reassess or at least check all systems where
this element appears and possibly modify other parameters
to reproduce the experimental data in higher order systems.
The same problem occurs if one wants to change the model
for a phase, all systems where this phase is present must be
changed. In many cases this will require completely new as-
sessments.

The development of the current databases and software
started more than 15 ~ 20 years ago when computers were
much more limited. Even if these has been extended and im-
proved continuously, there is an urgent need to improve the
modelling, databases and software to take advantage of the de-
velopment of computer hardware and software and meet the
need of a demanding materials science community. This stat-
ed, a large part of this community is not yet aware of the accu-
rate calculations possible already by the current software and
databases. Extending the usage of the already available facili-
ties will hopefully provide incentive and funding for starting an
improved should be modelling and database development.

In the future, it could be of interest to establish a ther-
modynamic database, which can be used for several differ-
ent alloy systems, such as Al alloys, Mg alloys, and Ni-
based superalloys. Such an attempt has been made by Du
and co-workers > | who have established the thermodynam-
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ic descriptions for many important systems over the whole
composition and temperatures via a hybrid approach of key
first-principles calculation and CALPHAD
modeling. These descriptions over the wide composition and

experiment,

temperatures can be used as the nucleus of such general
thermodynamic databases.

3 The calculation of multicomponent
equilibria

In the Calphad technique each phase is modelled sepa-
rately taking into account its particular properties. In almost
all cases models for the Gibbs energy are used for the minimi-
zation as most thermodynamic databases describe this as a
function of T, P and amount of components, N, , where A is a
component. In most cases the components are the same as the
elements in the periodic chart.

There are basically two methods to handle multicompo-
nent system with several phases. One is equating the chemical
potentials in the stable phases and this is described in a recent
paper by Piro et al. ',

The other method uses a Lagrangian method to minimize
the total Gibbs energy with various types of constraints. This is
used in ChemSage, based on the paper by Eriksson™’ and in
Thermo-Calc based on the paper by Hillert™ and the thesis
by Jansson'". Tt is also used in a software developed by Lu-
kas"™'' and it has recently been adopted in an open source soft-
ware called Open Calphad™ *'. As this is freely available it
will be used to describe the method.

3.1 The Gibbs energy

The Gibbs energy, G , is an extensive property and can
be subdivided in many different ways. One well known formu-
la relates the Gibbs energy to the chemical potentials, u, ,
and the numbers of moles of the elements, N, :

G = 2 N,y (18)
A
The definition of the chemical potential is given in eq.

13. We can also divide the Gibbs energy on the set of stable
phases in the system:

G =Y NG (19)

where N “is the amount of the phase a and G;, the molar Gibbs
energy for the o phase. As already mentioned each phase can
be modelled differently.

The differential of the Gibbs energy when there are sever-
al phases is;

dG = Y (NG + GLdR") (20)

where dG;, for each phase can, using the molar Gibbs energy
per formula unit, be expressed as differences of the independ-
ent variables T, P and xj“) or the dependent v :

dGy = = SedT + VedP + Y, w,dx} = - SudT + VidP +
A

m

dx; a

SwE X () (21)
A T\ ayy .9y,

where x} is the mole fraction of component A and the all con-

stituent fractions y; are kept constant when calculating the de-

rivative with respect to ¥ .

3.2 Minimization with constraints

To minimize a function with constraints we apply a Lagar-
angian equation where each of the equality constraints has a
multiplier. When the constraint is obeyed the minimum of the
Lagrangian is the same as the original function. The multipli-
ers can be used to find the method to vary the variables to ful-
fill the constraints.

The variables in the Gibbs energy expression have several
constraints. The first is that the sum of the site fractions on
each sublattice is unity ;

g =1-3y=0 (22)

For a closed system we have the constraint on the amount
of elements

S =N4_N4 =7V,4‘ Zxaxj =0 (23)
where N, is the prescribed amount of element A.

We can also add constraints on the volume, and pre-
scribe that a phase should be stable or that a chemical poten-
tial or activity is known.

To minimize the Gibbs energy of a system with constraints
we can use a Lagrangian as

L= Z NG, + ZfAM4 + angix + Z')’wxw

P p « v
(24)
where i, ,n® are multipliers for all phases and y” are multipli-
ers for all phases s that are unstable. The important property
of the Lagrangian is that it will have the same extremum points
as the Gibbs energy, G = z NG

when the constraints

are fulfilled. From now on it will rarely be indicated which
variables are kept constant at the partial derivatives, and the
reader is expected to understand this from the context.
For the partial derivative of L with respect to the amount
of a stable phase a we get:
= G- Yt =0 (25)
and from this equation we can understand that the La-
grangian multiplier w, is the chemical potential of element A.
For an unstable phase ¢ which is not included in the sta-

ble phase set, i. e. X* = 0 we get:
—B‘LLW =G - Yo"y =0 (26)

and the driving force, y” , for an unstable phase can be
calculated as part of the minimization. If 4 becomes positive
it means that the phase ¢ should be added to the stable phase
set. If the amount for a stable phase o« , N* , becomes nega-
tive it means this phase has become unstable and should be re-
moved from the stable set. In both cases we must change the
set of stable phases which must be made with some care.

For the partial derivative of L with respect to a constituent
fraction y; , Keeping all other variables constant, we get:

a a

R R

Yy 3 T 0y,
We would like to use this equation in an iterative proce-

- =0 (27)

dure to find the equilibrium and to obtain a linear correction of
the difference between the current value of the constituent
fractions and those of the equilibrium. As described
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. 130,21, 32 . . .
in' " we can expand this in a Taylor series and obtain an

expression of the change of the constituent fractions, Ay; as a
function of the potentials T,P and u, :

Ay = Ay (T,P,u,) (28)

But we cannot calculate these changes now, because
we must first solve how the potentials T, P and u, depend
on the external conditions imposed for the equilibrium cal-
culation by the user which is done in a separate step as de-
scribed by Hillert™"!.

With access to a thermodynamic software and an appro-
priate database for the system of interest we can make many
types of calculations. In principle each calculation represents
a possible experiment but from the calculation one can obtain
much more information than from a single experiment. Not on-
ly the amount of the stable phases and their constitution ( con-
stituent fractions) as well as composition ( mole fractions) but
also the chemical potentials and the heat capacity.

3.3 Conditions for a calculation

Most software allow very flexible set of conditions for a
calculation like specifying a chemical potential rather than the
amount of a component or to find directly the temperature (or
composition) when a specific phase becomes stable, for exam-
ple the liquid. In some cases the volume rather than the pres-
sure is known and in some cases it is important to calculate the
heat of a transformation from an initial to a final state. All this
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is very useful for planning various experimental or processing
routes.

It is also easy to calculate metastable equilibria by sus-
pending one or more of the stable phases. This can be useful
to show what is the state of a material that is quenched or when
some phases are slow to nucleate and grow to their equilibrium
amount, the most useful phase diagram for Fe-C with cement-
ite can only be calculated by suspending the graphite as ce-
mentite is not the most stable phase. This will be further dis-
cussed later when we describe how thermodynamic and kinetic
data can be used to simulate phase transformations.

3.4 Property diagrams

The most frequent use of calculations are to generate dia-
grams to show how the system varies with various properties,
for example when changing the temperature or composition of a
system. The simplest types of such diagrams are generated va-
rying just one condition and plotting how the other properties
varies with this and is known as a property diagram.

To generate a property diagram we first set conditions for
a single equilibrium calculation and then select one of these to
vary between a minimum to a maximum value. In Fig. 3 some
examples of such diagrams are shown, calculated using the
SGTE solution database™. Note that it is possible to plot sev-
eral properties from a single calculation. Several of the dia-
grams in Fig. 1 are also property diagrams.
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Fig. 3  Property diagrams for a SAF2507 high corrosion resistant duplex stainless steel containing Cr, Ni, Mo and N, in (a) the amount of phases as

function of 7', in (b) at 1 350 K to determine the correct amount of N to have the duplex structure, in (c) the PRE numbers for the ferrite

and austenit phases are plotted as function of the amount of N at 1 350 K. The PRE is an empirical formula for the corrosion resistance which

depends on the composition

3.5 Phase diagrams

Phase diagrams are maps showing regions with different
sets of stable phases. Many scientists are familiar with binary
diagrams but often feel uncertain how to interpret ternary or
multicomponent phase diagrams because they have never come
across them while learning materials science and many features
in binary diagrams are not present when one has more than two
components. However, CT gives access to thermodynamic
software and databases and makes it easy to calculate multi-
component phase diagram as well as many related diagrams
with properties useful for understanding and developing new
materials.

3.5.1

Most information for binary phase diagram comes from ex-

Binary phase diagrams

perimental data and there are several handbooks of drawn

phase diagrams like Massalsky ™’ .

But the phase diagram in-
formation together with thermodynamic data can be used in the
assessment procedure to generate thermodynamic model pa-
rameters as shown in Fig. 1 for the Al-Fe system. This means
that from a calculated phase diagram one can obtain much
more information than just the solubilities and transformation
temperatures. Some calculated phase diagrams for the Al-Ni,
0-U and Ti-C systems are shown in Fig. 4 taken from the Ther-
[40] by

Ni-superalloy ~database' ™", assessment
Guéneau ™’ and the SGTE solution database**! respectively.

mo-Calc an
3.5.2 Multicomponent phase diagrams
The main difference between binary and multicompo-

nent phase diagrams is that the lines in such a multicompo-
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nent phase diagram only separate regions with different sets
of stable phases. This is in contrary to binary diagrams
where the lines are also solubility lines, giving the composi-
tion of one of the phases. This may be more clear if we call
the lines in a phase diagram “Zero Phase Fraction” (ZPF)
lines following a suggestion by Morral ”’’. This means that
the lines have less information and for example in a region

with 5 phases stable the phase diagram does not provide any

Open Calphad 2.0 with Gnuplot 2014-10-13

Open Calphad 2.0 with Gnuplot 2014-10-13

information about the amount of the phases or their composi-
tion. Such a diagram would not be very useful if the lines
were just drawn but as they are calculated from a thermody-
namic database one can easily make a single equilibrium
calculation at any point and obtain detailed information a-
bout the amounts and compositions of the phases, chemical
potentials and much more. In Fig. 5 some multicomponent

phase diagrams are shown.
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0.50 2200 1800
2000 1700
z = 1600
£ 1800 g
> > 1 500
Ll L
& 1 600 % 1 400
& 025 i T 1300
& o. P 1400 E
N < < 1200
§ots & 1 200 W 1 100
0.10 < bec+ee | & -
I} L
1000
0.05 / fc = = 900
0 : ; 800 ! - 800 ! I f
o 01 02 03 04 05 0 20 40 60 80 100 0 0.5 1.0 1.5 2.0
A MOLE FRACTION AL A MASS PERCENT CR A MASS PERCENTC
(a) Ni-AI-Ti (b) Cr-Fe-8Ni (c) HSS

Fig. 5 Examples of multicomponent phase diagrams. In an isothermal section of the Ni-rich corner of the Al-Ni-Ti system with the ordered L1, ,

DO,, and B2 phases (a). In the two-phase regions the tie-lines indicate the composition of the phases in equilibrium. Calculated u-

(4] In an isopleth section of a steel with 8 mass% Ni and varying Cr content (b). The lines separate regions with different sets of sta-

sing
ble phases. There are no tie-lines in such a section but detailed information of the phase amounts and compositions can easily be calculated.
Calculated using B4 Inan isopleth section for a high speed steel ( HSS) with 4. 5 mass% Cr, 8 mass% Mo, lmass% V, 0.3 mass% Si

and varying amount of C and Fe (¢). The phases stable in some regions are indicated. Calculated using'>*’.

3.6 Calculations useful for simulations of phase transfor-
mations

Finally, as already mentioned the modelling of the phases
in each system also include metastable ranges of the phases as
shown in the assessment of the Al-Fe system. This may seem
an unnecessary effort but turns out to be one of the most useful
features of the modelling because this makes it possible to esti-
mate the driving forces for nucleation of new phases. Consider
the Fe-Mo system from an assessment of Guillermet ™ with the
phase diagram shown in Fig. 6a.

If we start with an alloy with 20 mole% Mo at 1 700 K
this will be single phase bee. Rapidly quenching this alloy to
1 400 K we come into the two-phase region with bee and the
phase. In order to demonstrate how we can simulate the nucle-
ation and growth of this phase we calculate the Gibbs energy
curves at 1 400 K as shown in Fig. 6b-h. In Fig. 6b (and 6¢
which is just a magnification) a tangent is drawn to the Gibbs
energy curve at the initial composition of the bce phase
(marked by a verticalt dashed line). This bee is metastable
because there are several Gibbs energy curves that are below
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this tangent and the system can decrease its energy by precipi-
tating any of these. In Fig. 6d the final state is shown by a
common tangent between the u phase and a bec phase with
lower Mo content. But to find the driving force to precipitate
the u phase, we must make a parallel tangent construction as
shown in Fig. 6d. This also gives the composition of the phase
that will precipitate. In Fig. 6f the parallel tangents for the
other intermetallic phases are shown indicating that the u
phase has the largest driving force. After nucleation the y
phase will grow by diffusion in the bce phase. There will also
be a small adjustment of the initial composition of the y phase
during growth to obtain the finalcommon tangent shown in
Fig. 6g (magnified in Fig, 6h). During the growth process the
slope of the Gibbs energy curve for bee, i. e. the chemical po-
tential, drives the diffusion.

Solidification of alloys is another important case when
thermodynamic data are useful for simulating a phase trans-
formation. During normal solidification the diffusion in the

solid phase is too slow to maintain a homogeneous compo-
sition. In the liquid on the other hand there is convection
which can more rapidly ensure it is homogeneous. This
has lead to the so called Gulliver-Scheil solidification mod-
el which can be easily implemented in a thermodynamic

(391 also allowing for some elements, like inter-

software
stitials, to maintain equilibrium composition in both liquid
and solids. With access to thermodynamic databases one
can easily calculate the equilibrium at the solid/liquid in-
terface at varying temperature. After each step in tempera-
ture the solid phase formed is removed and a new equilib-
rium is calculated using the new liquid composition. This
simulation can continue, and handle both eutectic and
peritectic reactions, until there is an invariant reaction
when the last liquid disappears. The advantage with this
model is that it does not require any kinetic data and the
simulation can be calculated as rapidly as a phase dia-
gram.
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Fig. 6 These figures show the phase diagram for Fe-Mo in (a) and in (b) to (h) the Gibbs energy curves at 1 400 K for this system to-

gether with tangent constructions to show how these data can be used to simulate the transformation of a metastable bce
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4 Role of computational thermodynamics in
kinetic simulations of phase transforma-
tions in materials science

As stated above, computational thermodynamics are very
useful for some phase transformation simulations. However,
time cannot be considered, and the addition of kinetic infor-
mation is required. In this case, kinetic simulation tools, such
as the one-dimensional (1-D) DICTRA"”' and TC-PRIS-
MA™! simulations, two-or three-dimensional ( 2-or 3-D)

phase-field modeling, are needed.

Actually, since the first introduction of reliable thermo-
dynamic databases almost three decades ago, the impor-
tance of thermodynamic and kinetic simulations for the com-
putational aided material design is ever growing | espe-
cially with large acceptance of thermodynamic and kinetic

software packages in the industry .

The computer aided
design of materials has the ability to simulate, predict and
optimize alloy composition and materials processes to a
quantitative degree. The core for quantitative kinetic simu-
lations is the input of reliable thermodynamic and kinetic
databases. The reliable thermodynamic databases can pro-
vide accurate diffusion potentials, the gradient of which tru-
ly drives the diffusion, and the thermodynamic factor,
which helps to calculate interdiffusion coefficients together
with atomic mobilities. While the kinetic databases, or the
so-called atomic mobility databases, can provide reliable a-
tomic mobilities, from which all kinds of composition-and
temperature-dependent diffusion coefficients can be compu-
ted together with the thermodynamic databases.

4.1 Diffusion coefficients and atomic mobility

The effect of long-range diffusion in a multicomponent
system in a single phase is well described by Onsager’ s
law™" and the rate of change of the concentration of element

i, ¢; can be written as

¢=V(§DHUJ=WV(§M”“ig

Here, ¢, is the concentration of solute i , and ¢, is defined as
d¢ 0 . pe s - oo

FYE D} is the chemical diffusion coefficient, while M is the
chemical mobility. V, is the molar volume which normally is
assumed to be independent of the concentration. fis the free
energy density. Both f and the concentration ¢; can be related

to molar properties by

N,
Ni N X;
o=t (30)
N
G
G _N _G,
freeTey (31)
N

where G, is the Gibbs energy per mole formula unit, as de-

fined in Section 2. The mole fraction x; should be an easier
property to handle thermodynamically than ¢, as the volume V
may depend on T'and P . With Eq. 30, we can transfer Eq. 29
into

X

) (32)
TP
In order to perform a successfully diffusion simulation by

numerically solving Eq. 29 or 32, reliable diffusion coefficients
are the prerequisite. The different types of diffusion coeffi-
cients include not only chemical diffusion coefficients (or in-
terdiffusion coefficients) , but also self-, impurity, tracer and
intrinsic diffusion coefficients, which depends on different dif-
fusion situations. The diffusion coefficients are usually tem-
perature and/or composition dependent quantities, and thus
the experimental measurements cannot cover the full tem-
perature and/or composition range. In this case, establis-
hing a kinetic database like thermodynamic database seems
to be a solution. While in a multicomponent system, a large
number of diffusion coefficients need to be evaluated, mak-
ing a database very complex. A superior alternative due to

the pioneering work by Andersson and Agren"*’

is to model
atomic mobility instead. In this way, the number of the pa-
rameters stored in the database is substantially reduced and
the parameters are composition independent. The diffusion
coefficients can then be obtained as a product of a thermody-
namic and a kinetic factor. For instance, the chemical dif-
fusion coefficient D} in Eq. 32 can be related to the atomic

mobility M, via
D =

S G, —aonth((01) (21

%,0 %; 0 %0 %,/ 1p.

) (33)

P
TP X1y

Here, the term (877)

T is the so-called thermody-
namic factor, which can be obtained from the computational
thermodynamics. Moreover, the chemical mobility M” in Eq.
29 can be also derived as

N | e
M, = 7;1 (8, - )08, —x)xM, (34)

with the Kronecker delta §,; .
4.2 The diffusion potential

As can be also seen in Eq. 32, the term ( 80“)
axi T.Py%sn

defined as the diffusion potential, and its gradient truly drives
the diffusion. This quantity is widely used in diffusion and
phase-field models, and can be nicely provided by computa-
tion thermodynamics. The diffusion potential is equal to the
change in chemical potentials when there is an exchange of el-

ement i and j .

oG
(—) = = M, (35)
ox; TP,
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using the definition of the chemical potential from Section 2. 1. 5.
A graphical representation of the diffusion potentials for the
C-Cr-Fe-Mn system is visualized in Fig. 7 and Fig. 8. Thermody-
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Fig. 8 Diffusion potential for austenite with iron as the reference element at 923 K: (a) Carbon,

4.3 DICTRA simulations

In order to perform kinetic simulation for diffusion-
controlled phase transformations in multicomponent sys-
, the DICTRA software package has been developed
and operates under the CALPHAD framework. Based on
DIC-

TRA has been successfully utilized to simulate various

tems
the sharp interface and local equilibrium hypothesis,

phase transformation processes with the high-quality ther-
modynamic and atomic mobility databases. Example ap-
plications include heat treatment, microsegregation during
solidification, growth and dissolution of precipitates,
coarsening and more, which are all important considera-
tions for the development of novel materials"”’

Cemented carbides play key roles in the production of
hard and tough tool materials, which are used in high wear en-
vironments, such as cutting, machining and mining applica-
tions. The formation of the gradient structure in multicomponent
cemented carbides at liquid phase sintering temperature is a
diffusion-controlled process, which is mainly controlled by alloy
compositions, sintering temperature, time, atmosphere and so
on. Knowledge of both thermodynamics and diffusivity is indis-
pensable to understand formation mechanism, optimize techno-

logical parameters and design new type of graded cemented car-

namic descriptions for fee and bee phases in the C-Cr-Fe-Mn sys-
tem are directly taken from thermodynamic database established

by Lee™’. Here, Fe is chosen as the reference element.

P 2 W4E+10
(b) © I4E+10 (© g I

£

S 1 b 8

|

3 2E+10 08 § 2EA10

5 5

g0 g

S l 5

;;’ 2E+10 5

(b) Chromium, (c¢) Manganese

| 4E+10

2E+10

(b)

4E+10
C,
I . ()

ffusion Potential J/mole

(b) Chromium, (c¢) Manganese

bides. A cemented carbide WC-Ti(C, N)-(Ta,
sintered under vacuum at 1 450 °C for 1 h'*"

Nb) C-Co is
. Figure 9 shows
SEM micrograph of the cross section of the cemented carbides.
In the micrograph, bright contrast is WC phase, grey is cubic
phase, and dark is Co-rich binder phase. It is obvious that the
near-surface of the alloy has formed the gradient zone which is
enriched in binder phase and depleted in cubic carbides. Based
on the thermodynamic and diffusion databases, the gradient
zone formation of the cemented carbides is simulated by DIC-

TRA software,

Figure 10 illustrates the experimental and simulated elemental

and compared with the experimental results.

concentration profiles for Ti, Ta, Nb and Co in the cemented
carbides'¥”’ . As can be seen in the figure, the simulated results

are in good accordance with the experimental data.

WC phase Binder phase

‘M ,w.g,v,f‘ % 11 b e %‘x: '

O ..\'
ey o ‘*;i

Cubic phase

Fig. 9 SEM micrograph of the cross section of the cemented carbides after

sintering in vacuum conditions at 1 450 °C for 1 h¥'!
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Fig. 10 Calculated elemental concentration profiles for Co (a), Ta (b), Ti (¢), Nb (d) in the cemented carbides af-

ter sintering for 1 h at 1 450 °C in a N-free atmosphere, as compared with the experimental data*’]

4.4 PRISMA simulations

TC-PRISMA is a newly released computational tool for
the simulation of precipitation reactions in multicomponent al-
loys from the Thermo-Calc company in Sweden. With data for
interfacial energy, volume, and elastic modulus in addition to
the available thermodynamic and kinetic data, TC-PRISMA
can be used to simulate the concurrent nucleation, growth,
and coarsening of precipitate phases in multicomponent alumi-
num alloys. This new computational tool is based on the Lan-
ger-Schwartz theory' ' and adopts the Kampmann-Wagner nu-
merical approach™®’ to solve the governing equation for the e-
volution of particle size distribution function. A general growth
rate model™’ for precipitate particles in multicomponent sys-
tems has been developed and implemented. With this soft-
ware, variations with time of mean radius, number density,
volume fraction, and size distribution of precipitate particles
can be simulated. Nucleation rate and precipitate composition
can also be obtained during the simulation. Coupled with rele-
vant microstructure-property models, the computer program
could be used to estimate the change of mechanical properties
of alloys upon aging hardening treatment.

One nice example is from Zhang et al. ' and presented
in Fig. 11. Watanabe et al. >’ have measured the size evolu-
tion for Al;Sc precipitates in an Al-1wt. % Mg-0. 27wt. % Sc
alloy at 4 different temperatures. In Figure 11, a comparison
has been made between the calculated mean radius, using TC-
PRISMA, and their measured values. As can be seen, the
simulation results agree with the measurements extremely
well *'

4.5 Phase-field modeling

Phase-field models were introduced to materials science
when Kobayashi et al. in 1993”" succeeded with the modelling
of dendritic growth in an undercooled melt. After more than 20
years’ development, the phase-field approach has emerged as
the method of choice to simulate microstructural evolution in
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Fig. 11 Calculated mean radius of precipitates in an alloy at

different temperatures compared with experimental in-
formation from Watanabe et al %]

various materials processes during their lifetime and service.
Two widely recognized advantages of this approach are: (i)
the diffuse interface, with which the explicit tracking of the
phase boundaries during complex phase transformations can be
avoided and (ii) the description of non-equilibrium states in
general.

A special class of phase-field models are the so-called
multi-phase-field (MPF) models, initially proposed by Steinbach
et al. ™| with additions by Tiaden et al. ™ Steinbach and
Apel™ | and Eiken et al. ™', All these forms the basis of the
first commercial software package for phase-field simulation, i. e.
MICRESS (MICRostructure Evolution Simulation Software )™’

Moreover, the coupling to the CALPHAD thermodynamic
and atomic mobility databases has become a good standard
nowadays for providing reasonable thermodynamic information
needed in the phase-field models. For MICRESS, the strategy
is to run a CALPHAD software package in parallel to the
phase-field simulation via an interface, named TQ.

Very recently, a phase-field model with finite interface
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dissipation was developed by Steinbach et al. ™ and Zhang
and Steinbach'®’ in the framework of the MPF formalism.
This approach provides the description of various kinetic
processes at the mesoscopic scale without restriction to the
type of transformation ranging from the chemical equilibrium
to strongly non-equilibrium phase transformations. The no-
vel feature of the model is that each phase concentration is
assigned by a kinetic equation to account for finite interface
dissipation instead of applying an extra condition for solute
partitioning between the phases as in traditional models: the

condition of a given partitioning " °" or the condition of e-

77 With such a novel feature,

qual diffusion potentials
the external equilibrium calculation for the partitioning at
the interface can be avoided in phase-field simulations. The
thermodynamic potentials can be thus directly incorporated
from a CALPHAD thermodynamic database'® ®*'. This
new phase-field model and its unique coupling techniques
have been incorporated into an open source phase-field
code, named as “Open Phase”'®".

In multi-phase steels, the different solubilities of the pha-

ses for the different elements lead to a complex diffusion and
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redistribution behaviour. These redistribution processes, grain
size and growth can determine the processing time and temper-
ature for heat treatment. Careful diffusion simulation can re-
duce the amount of necessary experiments. By coupling with
the CALPHAD-type databases, the diffuse-interface phase-
field simulation can nicely solve this problem. Starting from an
off-equilibrium simulation after casting caused by segregation
processes, depletion or precipitation, the sample containing
ferrite and austenite phases is simulated at temperatures up to
900 K. The diffusion and redistribution is shown in Fig. 12 for
a simulation sample size of only 256 wm after 0, 6 and 54 sec-
onds. Moreover, the equilibrium state calculated with thether-
modynamic software package Thermo-Calc is also superim-

] As can

posed. The thermodynamic database is also from
be seen, the supersaturation of carbon in ferrite is decreasing
over time, accompanied with a phase growth of the ferrite
phase.

Here, one more example about a dual-phase Cr-Mn steel
is presented for the phase-field simulation, as presented in

Figs. 13 to 15. The chemical energy density /" can be calcu-

lated using the same database as stated above **’ | which is
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Diffusion in the C-Cr-Fe-Mn system with a phase on the left and a phase on the right side of the simulation domain. Diffusion

profiles are plotted for Carbon (black), Manganese (dark grey) and Chromium (light gray) at 0, 6 and 54 seconds. The

diffusion simulation is performed using OpenPhase, while the equilibrium state is calculated using Thermo-Cale
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Fig. 13 Gibbs energy in the C-Cr-Fe-Mn system at 923 K. (a) austenite, (b) ferrite
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visualized in Fig. 13. The energy information can further be
used for a phase-field simulation of a dual — phase material of
Cr-Mn steel, shown in Figs. 14 and 15. These simulations
help to adjust the heat treatment process or alloying parameters

to efficiently increase overall material properties.

Fig. 14 Initial state of the 2D phase field simulation, highlighting
the two phases. Each phase is separated into three indi-
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Fig. 15 Visualization of the Carbon and Manganese concentration at
different time steps: (a) Carbon at. % at Os, (b) Carbon
at. % at 60s, (c) Mn at. % atOs, (d) Mn at. % at 60s

5 Conclusions

Software and databases to calculate phase equilibria and
phase diagrams and to simulate phase transformations are indis-
pensable tools in materials science. Recently initiatives to pro-
vide open source software have been taken, such as Open Calph-

ad™* and Open Phase'®’.

These are still in a development
stage but some of the diagrams in this paper have been calculated
with them. The commercial software vendors have databases for
many different types of alloys like steels, superalloys, aluminium
alloys, slags etc. with up to 20 elements and the work to develop
open source databases have only just begun.

Using thermodynamic and kinetic software and consistent

databases to develop new materials will give more reliable re-

sults than taking data from different sources and reduce the
time and cost. Experimental work can be greatly reduced by
selecting the experimental compositions and processes based
on the results of calculations and simulations.
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